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1    Summary of Accomplishments 

1. An analysis of fundamental statistical limits for inference from images 
was begun. The idea is to develop Cramer-Rao type bounds for the es- 
timation of various image functionals, such as the position and velocity 
of a target, or the type I/type II detection error in a recognition task. 

2. A decision-theoretic framework for object detection was substantially 
extended, and tested on a variety of machine-vision tasks. These in- 
clude face detection, hand-written character recognition, and object 
detection in complex, cluttered, scenes. 

3. A compositional (hierarchical) approach to scene analysis was formu- 
lated. Emphasis was on developing a coherent model for invariant 
recognition and analysis. The approach was tested on hand-written 
characters, emphasizing recognition in cluttered backgrounds and un- 
der broad variations in shape and style. 

4. Compositionality is widely believed to be a basic principle of cogni- 
tive organization. Indeed, the formal study of compositionality began 
with efforts to describe and understand natural language. A study of 
compositional representation in the nervous system was begun, with 
an emphasis on discovering representational and computational princi- 
ples. This is a collaboration with neuroscientists, focused on analyzing 
data from the visual and motor cortex of awake and behaving mon- 
keys. Recently developed micro-electrode arrays are yielding massive 
neuron-by-neuron data, and there is now the possibility for testing spe- 
cific hypotheses about the mechanisms of neural computing. 
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5. Substantial work was done on the method of deformable templates 
for object detection, recognition, and interpretation. New measures of 
deformation were introduced, and these yielded new and more efficient 
algorithms for template matching. Experiments were carried out for 
target tracking in radar imagery and for anatomical labeling in a variety 
of medical imaging applications. 

6. A new detection and tracking algorithm was developed. The algorithm 
uses ideas from classical filtering, but in the context of a nonlinear 
model and modern computational tools. Experiments were performed 
on challenging imagery obtained by filming several fish swimming in a 
large fish tank containing an elaborate array of objects. 
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